
MIT International Conference on Information Quality, UA Little Rock, October 6-7, 2017 Page 25-1 

Assessing the Quality of Electronic Health Record Data and 

Patient Self-Report Data  
(Research In-progress) 

 

Meredith N. Zozus, PhD,1 Anita Walden,1 Marcia Byers, PhD,1 Thomas Powell MD,1 Pei Wang, PhD,1 

Maryam Garza, MMCi,1 Guilherme Del Fiol, MD, PhD,2  Jessica Tenenbaum, PhD,3 Matthew Nix, MD,1 

Carl Pieper, DrPH3 

 
1University of Arkansas for Medical Sciences, 2University of Utah 

3Duke University 

 

mzozus@uams.edu, ACWalden@uams.edu, MAByers@uams.edu, TPowell@uams.edu, 

PWang@uams.edu, MYGarza@uams.edu, guilherme.delfiol@utah.edu, jessie.tenenbaum@duke.edu, 

MWNix@uams.edu, carl.pieper@duke.edu 

 

 

 

Abstract: Knowing the accuracy of self-reported medical data is critical to using the data in 

clinical decision-making and research. The same is true for data in Electronic Health Records 

(EHRs). For these data, accuracy reported in the literature varies widely leaving little to guide 

researchers in selection of the most accurate data source. This study addresses this gap by 

comparing patient self-report and EHR data and is the most extensive study to date in the 

accuracy of clinical data. The study design, data collection and preliminary results for race data 

are reported here. The initial comparison of race data in a small group of participating clinics 

showed a 33% discrepancy rate. Further, bias was evident in that all of the discrepant records 

were from patients reporting Hispanic ethnicity. Initial characterization of the results identified 

process differences among the clinics and lack of identification with the race categories among 

patients. The extent of variability in discrepancy rates across facilities and other data elements 

remains to be characterized but the necessity for accuracy assessment has been demonstrated.   
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INTRODUCTION 
The importance of information quality in healthcare and health-related research is emphasized in Institute 

of Medicine (IOM) reports. (Davis, Nolan, et al. 1999; Dick, Steen et al. 1997; Stead and Lin 2009) The 

IOM (Davis, Nolan, et al. 1999) defines quality data as, “data that support the same conclusions as do 

error free data”. Three major national efforts including the Patient Centered Outcomes Research Institute 

(PCORI, www.pcori.org), the Agency for Healthcare Research and Quality funded Electronic Data 

Management (EDM) Forum (www.edm-forum.org), and the National Institute of Health funded 

Healthcare Systems Research Collaboratory (http://www.rethinkingclinicaltrials.org) have all emphasized 

data quality in research either through policy or funding solicitations. The importance of data quality in 

research has long been recognized in federally funded clinical studies (Bagniewska, Black et al. 1986; 

DuChene, Hultgren, et al. 1986; Greenberg 1967; Kronmal, Davis et al. 1978; McBride and Singer 1995), 
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in industry trials conducted to support applications for marketing authorization, (Davis, Nolan, et al. 

1999; SCDM 2013), in clinical registries (Arts, de Keizer, et al. 2002, Gliklich and Dreyer 2010), and 

recently in clinical studies relying on secondary use of healthcare data (NIH 2013; Zozus, Hammond, et 

al. 2014). The latter lists requirements for data quality in the solicitation with the goal of assuring that 

investigators demonstrate that data are capable of supporting research conclusions. The recent increased 

emphasis on research reproducibility and replication only heightens awareness and interest. (Baker 2015; 

Collins and Tabak 2014; Freedman, Cockburn, et al. 2015; Ioannidis 2005; NATURE 2014; Plant and 

Parker 2013; Young, Karr, et al. 2011; Young and Miller 2014)  

With the almost ubiquitous adoption of Electronic Health Records (EHRs) in hospitals in the United 

States and office-based clinics not far behind, the aforementioned national efforts and the National 

Institutes of Health (NIH) funded Clinical and Translational Science Award (CTSA) program 

(www.ncats.nih.gov/ctsa), there is a large emphasis on secondary use of EHR data for research. Because 

routine care is selective in the information documented, interest has also increased in patient self-reported 

information as an alternate data source and to supplement routine care data. All of the initial seven trials 

conducted on the Healthcare Systems Research Collaboratory relied on EHR data and six of the seven 

augmented the EHR data with patient self-reported data. Together, these two data sources, patients and 

electronic health records, hold great promise for increasing the efficiency, generalizability and cost 

effectiveness of clinical research. These potential benefits, however, are dependent on the capability of 

the data to support research conclusions, and thus on data quality assessment. Unfortunately, there is little 

generalizable knowledge about the quality of EHR and patient self-reported data.  

The preliminary results reported here are part of a large study to characterize the accuracy of EHR and 

patient self-report data across thirty-four medical conditions, eight procedures, hospitalizations, smoking 

status and class-level medications. The EHR Data Quality Study, currently underway contains three main 

aims. The first aim is to compare self-report and EHR data in the aforementioned areas and 1) estimate 

agreement rates between participant self-reported and EHR data, 2) estimate the Positive Predictive Value 

(PPV) and Negative Predictive Value (NPV) of self-reported and EHR data, and 3) characterize the 

reasons why the identified discrepancies exist. The second aim of the study investigates the likelihood 

that a participant reports data discrepancies to their healthcare provider and likelihood that reported 

discrepancies affect a change in the health record data. The third aim uses regressive methods to identify 

predictors of data discrepancies and to test hybrid algorithms leveraging both data sources to see if hybrid 

algorithms can outperform either data source alone in terms of predictive accuracy. Here we report the 

study design and preliminary results for the comparison of self-report and EHR data for race.  

 

BACKGROUND 
The medical record has long been considered the source or gold standard for comparison for research data 

under the assumption that if it is good enough for care, it is good enough for research. (Meads and 

Cooney 1982) Unfortunately the quality of data in medical records has been questioned for decades 

(Burnum 1989; Koran 1975a; Koran 1975b; van der Lei 1991). Hogan and Wagner (1997) and others 

reported the impact of variability and inaccuracies in electronic patient records, including treatment errors 

(Hogan and Wagner 1997; Leape, Bates, et al. 1995), underestimation of disease prevalence (Hogan and 

Wagner 1997; Johnson, Mant, et al. 1991), and underestimation of compliance with care standards 

(Hogan and Wagner 1997; Wilton and Pennisi 1994). Still others found under estimates of mortality from 

high risk procedures (Gallivan, Stark, et al. 2008), over estimates mortality for low-risk procedures 

(Gallivan, Stark, et al. 2008), false alerts to clinicians (Hogan and Wagner 1995; 1997), inaccurate 

decision support (Hasan and Padman 2006; Miettinen, and Korhonen 2008), inaccurate severity scores 

(Gibson, Haug, et al. 1996), and increased false negatives (Hogan and Wagner 1997) attributable to data 

error. Reported root causes of data quality problems in healthcare include failure to record information, 

lack of information consistency, lack of information exchange across care settings, and false commission 
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(Brown and Warmington 2002), pulling information forward (Hirschtick 2006), device artifacts (Benson, 

Junger et al. 2001), differences in data definition or recording of procedures, (Brown and Warmington 

2002), and errors in data entry (Brown and Warmington 2002; Staes, Bennett et al. 2006).  

The reported data quality problems and root causes are not surprising given the information flow and 

operations performed on the data in healthcare settings (Figure 1). This list does not include the 

considerable  work in  assessing  sensitivity and  specificity of  tests,  medical coding,  or  inter- and intra- 

clinician reliability in interpreting test 

results and making diagnoses.  The 

model in Figure 1 was synthesized from 

four manuscripts reporting data or 

information flow in healthcare and 

between healthcare and secondary uses. 

(Hogan and Wagner 1997; Wyatt 1995; 

Gilbert, Lowenstein et al. 1996; 

Nagurney, Brown et al. 2005). Each 

operation performed on data has an 

associated error rate. While some data 

errors can be detected and corrected, 

others cannot. Thus in the absence of 

significant planned activities to monitor 

and control the error rates, the more 

operations performed on a data value, the 

higher the likelihood of error. 

Two large reviews of EHR data quality 

have been conducted. Thiru, Hassey, and 

Sullivan (2003) conducted a systematic 

review of studies on the quality of EHR 

data for primary care. In a more recent 

study, Chan, Fowles et al. (2010) 

conducted a review focused on suitability 

of EHR data quality for healthcare 

quality measurement. They concluded 

that, “Issues related to data accuracy, 

completeness, and comparability must be 

addressed before routine EHR-based 

quality of care measurement can be done 

with confidence”. For example, notable 

articles report differences in quality 

measures depending on the source of 

clinical data used for the measure, i.e., 

differences between results obtained 

using structured EHR data, abstracted 

data, and administrative data sources 

(Braun, Kritchevsky et al. 2006; 

Williams, Watt et al. 2006; Watt, 

Williams, et al. 2003). 

In many studies today investigators have the opportunity to use either self-reported data or EHR data or 

both. Knowing which provides the greatest certainty in the presence of a patient characteristic, diagnosis 

for a given condition or occurrence of an event is necessary. 

 

 
Figure 1: Information Flow in Health Care and to 

Secondary Uses 
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Establishing the accuracy of data depends on existence of a gold standard for comparison (Zozus, 

Hammond, et al. 2014). Establishing the accuracy of self-reported data including self-reported medical 

conditions, procedures, and events such as hospitalizations is complicated by the lack of such a gold 

standard in health care. As a result, investigators wishing to validate data electronically extracted or 

manually abstracted from medical records have used patient self-report as the source for comparison, 

while others wishing to validate patient reported data have used data electronically extracted or manually 

abstracted from medical records as the source for comparison. A wide variety of sources for comparison 

exist including second or repeated self-report at a later time point, data manually abstracted from medical 

records, structured data electronically extracted from medical records or other databases. The latter 

extracted structured data often include diagnoses, medications, lab data, vital signs, diagnostic test results, 

claims data, birth, death, and reportable conditions. Zozus, Hammond, et al. (2014) report a hierarchy of 

sources for comparison based on closeness to the truth and level of independence from the data to be 

assessed.  

Although the published literature contains empirical agreement rates for many medical conditions 

designation of a gold standard is somewhat arbitrary and varied sources are used for comparison. Some 

compare self-report data to health record data while others compare health record data to other databases 

of varying degrees of independence. Further, the agreement rates are usually reported for only one or a 

small number of medical conditions and the reasons for discrepancies are rarely reported. Also 

complicating interpretation of reported measures of data accuracy, sometimes the source of comparison is 

treated as a gold standard supporting measures such as sensitivity, specificity, positive predictive value 

and negative predictive value. While in other cases the source of comparison is treated as an independent 

source equally likely to be in error, in which case, measures such as agreement rate or chance adjusted 

agreement rate are used. Lastly both the numerator (counts of discrepancies or errors) and the 

denominator (counts of data values assessed) of data accuracy have been shown to vary by a factor of four 

or more depending on the counting rules used by the assessor (Nahm, Dzeim, et al. 2004). 

Due to the aforementioned variability, reports of data accuracy or surrogates thereof in the literature 

cannot be synthesized in a meaningful way. Table 1 presents results from a small sample of the recent 

literature reporting measures of data accuracy for seven self-reported medical conditions. In this brief 

review the sensitivity, specificity, PPV, NPV, Kappa, and overall agreement varied considerably (Table 

1). The variability in measures reported and in measures themselves is indicative of the literature for 

accuracy of self-reported and EHR reported patient characteristics, medical conditions and events.  

 

Table 1: Example Literature Reports of Relevant Data Accuracy Measures for Select Medical Conditions 

Condition Sensitivity 

(%) 

Specificity 

(%) 

 PPV  

(%) 

  NPV  

(%) 

Kappa Overall  % 

Agreement 

Diabetes1, 5, 6, 9, 11,13 32.0-86.7 97-99.7 70.0-94.3 97.4-99.46 0.76-0.87 66-97.2 

Hypertension1, 5, 6, 9 49.4 - 91 81.4 – 95.3 49.4 – 86.4 89.4 – 95.7 0.41 – 0.75 88.4 – 97 

MI1, 10 89.5 98.2 73.4 99.4 0.80 81 – 97.8 

Stroke1, 2, 3, 10 78.4 98.6 67.4 99.2 0.71 65 - 100 

Heart failure1, 11 68.6 – 88.5 97.0 – 98.3 36.8 – 65.1 99.2 – 99.6 0.46 – 0.74 96.3 

Cancer6, 11 71 – 93.1 89 – 99.7 92.3 99.73 0.92  

High cholesterol9, 10 59.1 84.2 62.7 82.1  95 

1: Okura Y, Urban, et al. 2004. 2: Tretli, Lund-Larsen, et al. 1982. 3: Paganini-Hill, Chao, et al. 1993. 4: Walker, Whincup, et al. 1998. 5: Goldman, Lin, et al. 2003. 

6: Kehoe, Wu, et al. 1994. 7: Ferraro and Farmer 1999. 8: Ferraro and Su 2000. 9: Martin, Leff, et al. 2000. 10: Wada, Yatsuya, et al. 2009. 11: Baumeister, Kriston, et 

al. 2010. 12: Dowd and Zajacova 2010. 13: Fort, Wilcox, et al. 2014.  NOTE: References 4 ,7, 8 and 12 in the sample did not report the statistics used in the table, and 

thus do not appear as the source for any of the measures. References 4, 7, 8 and 12 are included for completeness sake. 
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Increasing evidence shows that patients may be a valuable source of information about medical 

conditions, procedures, hospitalizations and medications. Practices in healthcare such as history taking 

and medication reconciliation commonly use patients as a source of this information already. Thus, for 

healthcare data, patients may provide the missing source for comparison (Hanauer, Prieb et al. 2014). For 

example, Dave deBronkart, known as, “e-Patient Dave”, transferred his personal health data from his 

healthcare facility into Google Health, an early web based personal health record system. The transferred 

data contained errors including a false medication warning, exaggerated diagnoses, and conditions that 

Dave didn’t have. Dave knew these were wrong and reported the discrepancies publicly (Wangsness 

2009). In a recent study, patient prompted amendment requests to health records were reviewed (Hanauer, 

Prieb, et al. 2014). In total 77.8% of the amendment requests resulted in rectification of incorrect 

information in the health record. Hanauer et al. concluded that increased access to medical records could 

encourage patient participation in improving the accuracy of healthcare data. In diabetes, the answer to 

that question in a recent study (Fort, Wilcox et al. 2014) was yes. Thus, evidence is mounting that patients 

may play an important role in improving data quality in healthcare.  

This PCORI-funded EHR Data Quality Study, has the opportunity to significantly add to what is known 

about data quality of patient self-report data and EHR data through assessment of multiple conditions and 

procedures as well as other clinical information commonly used in research such as medications, 

hospitalizations and smoking status. This study is unique in (1) the broad inclusion of commonly reused 

clinical data, (2) interviewing of patients to discuss the data discrepancies and (3) categorization of 

discrepancies according to root cause and most likely correct data source through double independent 

coding and third party adjudication. This approach provides an improved dataset for comparison. As such, 

the study provides not only agreement-based measures of accuracy, but also measures of sensitivity, 

specificity, Positive Predictive Value (PPV) and Negative Predictive Value (NPV). 

 
 

METHODS 
The methodology used for aim one of the EHR Data Quality Study compares self-report and EHR data 

for medical conditions, procedures, hospitalizations, smoking status and class-level medications. The 

study is being conducted in Arkansas and North Carolina. In North Carolina, where the study originated, 

participants from a longitudinal community registry and biorepository, The Measurement to Understand 

Reclassification of Disease of Cabarrus/Kannapolis (MURDOCK) Study, have been followed for eight 

years and have provided self-report data for medical conditions, procedures, hospitalizations, smoking 

status and medications with annual updates as well as consent to access their EHR data (Bhattacharya, 

Dunham et al. 2012). In Arkansas, the study is conducted within the University of Aransas for Medical 

Sciences (UAMS) central Arkansas Family Medicine clinics and outlying Regional Programs. 

Participants will be recruited in the clinic waiting rooms; consented participants will provide self-report 

data for the aforementioned areas as well as authorized access to their EHR data. In addition to having 

been consulted in the design of the study, and participating in the conduct through interviews, to better 

understand the impact of health literacy on data quality, patients will also participate in the data collection 

and analysis.   

A mixed methods approach is used to 1) estimate agreement rates between participants’ self-reported and 

EHR data by computational methods, 2) estimate the Positive Predictive Value (PPV) and Negative 

Predictive Value (NPV) of EHR and self-reported data by computational methods and 3) understand how 

the discrepancies are distributed and the reasons why the identified discrepancies exist through qualitative 

analysis of recorded interviews. Discrepancies identified through the comparison of EHR and self-

reported data are reported to and discussed with study participants during semi-structured telephone 

interviews. An interview guide prompts a dialog about each discrepancy between the participant and 

interviewer. The recorded interviews are subsequently coded. Two independent coders, one of which will 
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be a local patient, will code each discrepancy. Two codes will be assigned to each discrepancy to indicate 

(1) the root cause for the discrepancy and (2) the coder’s impression of which data source is most likely 

correct. Root cause codes will be developed from the data as the study progresses to accrue a controlled 

terminology for root causes of data discrepancies in self-report data and EHR data. A third person will 

adjudicate coding differences with the coders. The interview-adjudicated dataset serves as the gold 

standard to which the self-report and EHR data are compared. Further, the interview-adjudicated dataset 

remains associated with the discrepant data values creating a source of EHR data and patient self-report 

data with known discrepancies. 

The initial computational comparisons provide agreement rates between self-report and EHR data 

(bottom relationship in Figure 2). An interview-improved data source (top box in Figure 2) is created after 

the coding process providing a gold standard dataset. The self-report data and EHR data are then each 

compared to the improved data source to calculate sensitivity, specificity, positive predictive value and 

negative predictive value of each data source relative to the gold standard (Figure 2). 
 

Identification of the 

discrepancies between self-

report and EHR data 

represents a large portion of 

the work in this study. We 

define “discrepancy between 

self-report and EHR data” as 

a meaningful difference 

between the self-report data 

versus the participant’s EHR 

data. An example of a 

discrepancy is, a participant 

indicating “no” to diabetes 

where the EHR data was 

confirmative for a diagnosis 

of diabetes over the same 

time period. In order to 

computationally identify such discrepancies, we need to 1) ascertain the self-report “answer” for each 

medical condition, procedure, medication, hospitalization and smoking status, 2) ascertain the EHR 

“answer” for each medical condition, procedure, medication, hospitalization and smoking status for each 

participant, and 3) compare them and note all differences. Obtaining the EHR answer requires developing 

an algorithm for each, a total of 45 algorithms (34 medical conditions, 8 procedures plus one each for 

hospitalizations, smoking status and class-level medications). The study applies a three-way classification 

of the self-report and EHR answers, “yes,” “no” and “uncertain”. The uncertain category for the self-

report data is a response option on the data collection form. The uncertain category for the EHR data is 

obtained by relaxing the criteria for the algorithms bringing the total algorithm count up to ninety. 

Candidate algorithms were identified from multiple authoritative sources including the EMERGE 

Network (www.emerge.mc.vanderbilt.edu), PheKb (www.phekb.org/phenotypes), and the Centers for 

Medicare and Medicaid (CMS). Where authoritative phenotypes were not available, the study team 

searched the literature and worked with clinicians to develop candidate algorithms. Multiple algorithm 

variants have been developed for each algorithm and are being assessed using relative set membership. 

For the confirmatory algorithm, we require high specificity and sensitivity whereas for the uncertain 

category, we relax the specificity in a manner that preserves mutual exclusivity of the two sets. 

The sample size for the EHR Data Quality Study is based on medical condition reporting rates in the 

North Carolina cohort.  The sensitivity analysis for 95% confidence intervals is shown in Table 2. Due to 

the wide range of condition frequency in the population, ranging from 43% of participants reporting high 

 

Figure 2: Structure of Study Comparisons 

http://www.phekb.org/phenotypes
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cholesterol to 0.2% reporting oral cancer. The actual confidence intervals will be reported with the 

measured results and will determine the conclusions that can be drawn from the data. Based on the 

sample size of 5,500 total participants and the discrepancy rates reported in the literature, reasonable 

confidence intervals will likely be obtainable for 25 percent of the conditions. Hospitalizations, 

medications and smoking status occur for most participants significantly narrowing the confidence 

intervals for hospitalizations, medications and smoking status. 

Table 2: 95% Confidence Interval Width for Various Sample Sizes and Discrepancy Rate Assumptions 

1,000 2,000 3,000 4,000 5,000 6,000 7,000
High	Cholesterol 24.8% 17.4% 14.2% 12.3% 11.0% 10.0% 9.3%

High	Blood	Pressure 25.6% 18.0% 14.7% 12.7% 11.3% 10.3% 9.5%

Obesity 31.3% 22.0% 17.9% 15.5% 13.8% 12.6% 11.7%

Depression 33.3% 23.3% 19.0% 16.4% 14.7% 13.4% 12.3%

Osteoarthritis 37.2% 26.1% 21.1% 18.3% 16.4% 15.0% 13.8%

Diabetes 42.6% 29.9% 24.2% 20.9% 18.7% 17.0% 15.7%

Asthma 48.1% 33.6% 27.3% 23.5% 21.1% 19.2% 17.8%

Thyroid	Disease 48.4% 33.8% 27.6% 23.8% 21.2% 19.4% 17.9%

Skin	Cancer,	not	Melanoma 49.7% 34.7% 28.3% 24.4% 21.9% 19.8% 18.4%

Osteoperosis/Osteopenia 50.7% 35.3% 28.7% 24.8% 22.1% 20.3% 18.8%

Rheumatoid	Arthritis 57.9% 40.5% 32.7% 28.3% 25.2% 23.1% 21.2%

Coronary	Artery	Disease 72.3% 50.0% 40.6% 35.2% 31.4% 28.6% 26.4%

Other	Autoimmune	Disease 74.4% 51.5% 41.9% 36.2% 32.2% 29.2% 27.2%

Heart	Attack 75.3% 52.5% 42.4% 36.6% 32.5% 29.8% 27.5%

Gout 81.3% 56.4% 45.5% 39.3% 35.0% 31.9% 29.6%

Multiple	Sclerosis 82.0% 56.5% 45.9% 39.2% 35.3% 31.8% 29.8%

Atrial	Fibrillation 83.1% 57.4% 46.2% 40.2% 35.3% 32.5% 29.7%

Emphysema 86.5% 59.8% 48.5% 41.5% 37.1% 34.1% 31.0%

Other	Mental	Illness 89.8% 61.6% 50.0% 43.1% 38.4% 35.2% 31.9%

Other	Type	of	Cancer 103.6% 70.7% 57.5% 49.1% 44.3% 40.1% 37.1%

Stroke 106.9% 73.0% 59.1% 50.9% 45.3% 40.9% 37.7%

Melanoma 109.2% 75.0% 60.5% 52.0% 46.1% 42.1% 38.8%

Kidney	Disease 109.2% 75.0% 59.9% 52.0% 46.1% 42.1% 38.8%

Breast	Cancer 111.7% 76.6% 62.1% 53.1% 47.6% 42.8% 39.3%

Congestive	Heart	Failure 115.2% 79.0% 63.8% 54.3% 48.6% 44.2% 40.6%

Crohns	Disease 139.8% 95.9% 76.5% 65.3% 58.2% 53.1% 49.0%

Liver	Disease 144.1% 97.8% 78.5% 67.7% 59.1% 53.8% 50.5%

Prostate	Cancer 147.8% 100.0% 80.0% 68.9% 61.1% 55.6% 51.1%

Pacemaker	Placement 182.5% 122.2% 98.4% 84.1% 74.6% 66.7% 61.9%

Cervical	Cancer 185.2% 124.6% 100.0% 83.6% 75.4% 68.9% 63.9%

Colon	Cancer 233.3% 152.4% 121.4% 104.8% 92.9% 81.0% 78.6%

Alzheimers	Disease 363.6% 227.3% 177.3% 150.0% 131.8% 122.7% 109.1%

Lung	Cancer 371.4% 233.3% 181.0% 152.4% 133.3% 123.8% 109.5%

Oral	Cancer 590.9% 354.5% 272.7% 218.2% 200.0% 181.8% 154.5%

Sample Size

 

1,000 2,000 3,000 4,000 5,000 6,000 7,000
High	Cholesterol 28.5% 20.0% 16.3% 14.1% 12.6% 11.5% 10.6%

High	Blood	Pressure 29.4% 20.7% 16.8% 14.5% 13.0% 11.8% 11.0%

Obesity 35.7% 25.1% 20.4% 17.7% 15.8% 14.3% 13.3%

Depression 37.8% 26.6% 21.6% 18.7% 16.7% 15.2% 14.0%

Osteoarthritis 42.3% 29.5% 24.0% 20.7% 18.6% 16.9% 15.6%

Diabetes 48.3% 33.7% 27.5% 23.8% 21.2% 19.4% 17.9%

Asthma 54.5% 38.0% 30.9% 26.6% 23.8% 21.5% 20.0%

Thyroid	Disease 54.8% 38.1% 30.9% 26.8% 23.9% 21.8% 20.1%

Skin	Cancer,	not	Melanoma 56.3% 39.3% 31.9% 27.5% 24.6% 22.4% 20.8%

Osteoperosis/Osteopenia 57.4% 40.1% 32.4% 28.1% 25.2% 22.9% 21.1%

Rheumatoid	Arthritis 65.6% 45.4% 37.0% 32.0% 28.3% 26.0% 24.1%

Coronary	Artery	Disease 81.6% 56.5% 45.5% 39.6% 34.9% 32.2% 29.4%

Other	Autoimmune	Disease 84.2% 58.5% 47.3% 40.7% 36.1% 33.2% 30.3%

Heart	Attack 85.2% 58.9% 47.9% 41.1% 36.4% 33.5% 30.9%

Gout 92.2% 63.6% 51.5% 44.2% 39.3% 35.9% 33.0%

Multiple	Sclerosis 92.6% 63.7% 51.5% 44.1% 39.2% 35.8% 33.3%

Atrial	Fibrillation 94.0% 64.3% 52.3% 45.2% 40.2% 36.7% 33.7%

Emphysema 98.4% 67.8% 54.6% 47.0% 41.5% 38.3% 35.0%

Other	Mental	Illness 101.2% 69.9% 56.6% 48.0% 43.4% 39.3% 36.4%

Other	Type	of	Cancer 117.2% 79.9% 64.9% 55.2% 49.3% 44.8% 41.0%

Stroke 119.5% 82.0% 65.6% 57.0% 50.8% 46.1% 42.2%

Melanoma 123.0% 84.4% 68.0% 58.2% 51.6% 47.5% 43.4%

Kidney	Disease 123.8% 84.4% 67.2% 58.2% 51.6% 47.5% 43.4%

Breast	Cancer 126.7% 87.1% 69.8% 59.5% 52.6% 48.3% 44.0%

Congestive	Heart	Failure 130.9% 89.1% 71.8% 61.8% 54.5% 50.0% 45.5%

Crohns	Disease 159.5% 107.6% 86.1% 73.4% 64.6% 59.5% 54.4%

Liver	Disease 166.2% 110.8% 89.2% 75.7% 67.6% 60.8% 56.8%

Prostate	Cancer 168.1% 113.9% 90.3% 77.8% 69.4% 62.5% 56.9%

Pacemaker	Placement 207.8% 137.3% 107.8% 94.1% 82.4% 74.5% 68.6%

Cervical	Cancer 210.2% 140.8% 112.2% 95.9% 83.7% 77.6% 71.4%

Colon	Cancer 275.8% 178.8% 139.4% 118.2% 106.1% 93.9% 87.9%

Alzheimers	Disease 411.1% 261.1% 200.0% 166.7% 144.4% 133.3% 122.2%

Lung	Cancer 429.4% 264.7% 205.9% 176.5% 152.9% 141.2% 123.5%

Oral	Cancer 688.9% 411.1% 311.1% 255.6% 222.2% 200.0% 188.9%

Sample Size

 

a. Fifty percent discrepancy rate b. Forty percent discrepancy rate 

1,000 2,000 3,000 4,000 5,000 6,000 7,000
High	Cholesterol 33.9% 23.8% 19.3% 16.7% 15.0% 13.6% 12.6%

High	Blood	Pressure 34.8% 24.5% 19.9% 17.2% 15.4% 14.0% 13.0%

Obesity 42.0% 29.5% 24.0% 20.7% 18.6% 16.8% 15.5%

Depression 44.5% 31.2% 25.3% 22.0% 19.5% 17.8% 16.5%

Osteoarthritis 49.5% 34.8% 28.1% 24.3% 21.7% 19.8% 18.3%

Diabetes 56.7% 39.5% 32.1% 27.6% 24.8% 22.6% 20.8%

Asthma 63.8% 44.3% 36.0% 31.0% 27.8% 25.3% 23.5%

Thyroid	Disease 64.1% 44.7% 36.1% 31.3% 27.8% 25.5% 23.5%

Skin	Cancer,	not	Melanoma 66.0% 45.7% 37.2% 31.9% 28.7% 26.1% 23.9%

Osteoperosis/Osteopenia 67.2% 46.6% 37.7% 32.5% 29.2% 26.7% 24.8%

Rheumatoid	Arthritis 76.9% 53.1% 43.0% 37.1% 33.2% 30.1% 28.0%

Coronary	Artery	Disease 95.8% 66.5% 53.4% 46.1% 40.8% 37.2% 34.6%

Other	Autoimmune	Disease 98.9% 68.0% 55.2% 47.0% 42.5% 38.7% 35.4%

Heart	Attack 100.0% 68.9% 55.9% 48.0% 42.9% 39.0% 36.2%

Gout 107.8% 74.0% 59.7% 51.9% 45.5% 42.2% 39.0%

Multiple	Sclerosis 108.5% 74.5% 60.1% 52.3% 45.8% 41.8% 39.2%

Atrial	Fibrillation 110.0% 75.3% 61.3% 52.7% 46.0% 42.0% 39.3%

Emphysema 116.1% 78.8% 64.2% 54.7% 48.9% 44.5% 40.9%

Other	Mental	Illness 119.2% 81.5% 66.2% 56.2% 50.0% 45.4% 42.3%

Other	Type	of	Cancer 139.0% 94.0% 76.0% 65.0% 58.0% 53.0% 48.0%

Stroke 141.7% 96.9% 77.1% 65.6% 59.4% 54.2% 49.0%

Melanoma 147.3% 100.0% 79.1% 68.1% 60.4% 54.9% 50.5%

Kidney	Disease 146.2% 98.9% 79.1% 68.1% 61.5% 56.0% 50.5%

Breast	Cancer 149.4% 101.1% 81.6% 70.1% 62.1% 56.3% 51.7%

Congestive	Heart	Failure 154.2% 104.8% 83.1% 71.1% 63.9% 57.8% 53.0%

Crohns	Disease 189.8% 125.4% 100.0% 86.4% 76.3% 69.5% 64.4%

Liver	Disease 194.6% 130.4% 103.6% 87.5% 78.6% 71.4% 66.1%

Prostate	Cancer 200.0% 133.3% 105.6% 88.9% 81.5% 72.2% 66.7%

Pacemaker	Placement 250.0% 165.8% 128.9% 110.5% 97.4% 86.8% 78.9%

Cervical	Cancer 258.3% 169.4% 133.3% 113.9% 102.8% 91.7% 83.3%

Colon	Cancer 332.0% 212.0% 168.0% 140.0% 120.0% 108.0% 104.0%

Alzheimers	Disease 530.8% 323.1% 253.8% 207.7% 176.9% 161.5% 146.2%

Lung	Cancer 523.1% 315.4% 238.5% 200.0% 176.9% 153.8% 146.2%

Oral	Cancer 983.3% 566.7% 416.7% 350.0% 300.0% 266.7% 250.0%

Sample Size

 

1,000 2,000 3,000 4,000 5,000 6,000 7,000
High	Cholesterol 42.7% 29.9% 24.3% 21.0% 18.7% 17.1% 15.8%

High	Blood	Pressure 43.9% 30.7% 25.0% 21.6% 19.3% 17.6% 16.3%

Obesity 52.9% 36.9% 30.0% 25.9% 23.1% 21.1% 19.5%

Depression 55.8% 38.9% 31.6% 27.3% 24.4% 22.2% 20.4%

Osteoarthritis 61.9% 43.3% 35.2% 30.2% 26.9% 24.8% 22.6%

Diabetes 70.7% 48.9% 39.9% 34.4% 30.5% 27.8% 25.7%

Asthma 79.4% 55.1% 44.9% 38.6% 34.1% 31.5% 28.8%

Thyroid	Disease 80.3% 55.3% 44.7% 38.6% 34.5% 31.4% 29.2%

Skin	Cancer,	not	Melanoma 82.8% 57.2% 46.4% 40.0% 35.6% 32.4% 29.6%

Osteoperosis/Osteopenia 83.9% 58.3% 46.7% 40.5% 36.4% 32.6% 30.6%

Rheumatoid	Arthritis 95.8% 66.0% 53.4% 45.5% 41.4% 37.2% 34.0%

Coronary	Artery	Disease 121.3% 82.7% 66.1% 56.7% 50.4% 46.5% 42.5%

Other	Autoimmune	Disease 125.0% 85.0% 68.3% 59.2% 52.5% 47.5% 44.2%

Heart	Attack 125.4% 86.4% 68.6% 59.3% 52.5% 48.3% 44.1%

Gout 135.9% 92.2% 74.8% 64.1% 56.3% 51.5% 47.6%

Multiple	Sclerosis 137.3% 93.1% 74.5% 64.7% 56.9% 52.0% 48.0%

Atrial	Fibrillation 138.0% 94.0% 75.0% 65.0% 57.0% 52.0% 49.0%

Emphysema 145.7% 98.9% 78.3% 68.5% 59.8% 54.3% 51.1%

Other	Mental	Illness 151.2% 102.3% 81.4% 70.9% 62.8% 57.0% 52.3%

Other	Type	of	Cancer 174.6% 116.4% 94.0% 80.6% 71.6% 65.7% 59.7%

Stroke 179.7% 120.3% 95.3% 82.8% 73.4% 65.6% 60.9%

Melanoma 185.2% 124.6% 100.0% 85.2% 75.4% 68.9% 62.3%

Kidney	Disease 185.2% 124.6% 100.0% 85.2% 75.4% 68.9% 63.9%

Breast	Cancer 191.4% 127.6% 101.7% 86.2% 77.6% 69.0% 63.8%

Congestive	Heart	Failure 198.2% 130.9% 105.5% 90.9% 80.0% 70.9% 65.5%

Crohns	Disease 248.7% 161.5% 128.2% 110.3% 94.9% 87.2% 79.5%

Liver	Disease 254.1% 164.9% 129.7% 113.5% 97.3% 89.2% 81.1%

Prostate	Cancer 258.3% 169.4% 133.3% 111.1% 100.0% 91.7% 83.3%

Pacemaker	Placement 328.0% 212.0% 164.0% 140.0% 124.0% 112.0% 104.0%

Cervical	Cancer 341.7% 216.7% 170.8% 145.8% 129.2% 112.5% 104.2%

Colon	Cancer 429.4% 264.7% 205.9% 176.5% 152.9% 141.2% 123.5%

Alzheimers	Disease 700.0% 422.2% 311.1% 255.6% 222.2% 200.0% 177.8%

Lung	Cancer 775.0% 462.5% 337.5% 287.5% 237.5% 225.0% 200.0%

Oral	Cancer 1375.0% 775.0% 575.0% 450.0% 400.0% 350.0% 325.0%

Sample Size

 
c. Thirty percent discrepancy rate d. Twenty percent discrepancy rate 

Percentages in the table are Confidence Interval Width, e.g., for High Cholesterol, the CI width of 9.3% means 4.65% of the point 

estimate of the discrepancy rate on either side of the point estimate of the discrepancy rate.  Green: CI width of 30% (+/- 15% on 

either side of the point estimate of the discrepancy rate); Orange: CI width greater than 30% and up to 40% (between 15% and 20% 

on either side of the point estimate of the discrepancy rate); Red: CI width greater than 40% (+/- 20% or more on either side of the 

point estimate of the discrepancy rate) 
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PRELIMINARY RESULTS 
 

Early Discrepancy Analysis 

An early agreement rate analysis was done for the race data using the first set of clinics from which we 

received EHR data. The clinics are federally qualified clinics in North Carolina. Federally qualified 

clinics are required to report race and ethnicity data. EHR data were linked with the participant self-report 

data and compared (Figure 3). There were 265 participants with both self-report and EHR data. Figure 3 

shows self-reported race (left-most column) as compared to race obtained from the EHR (top row). 

Agreements between self-reported and EHR race appear on the diagonal. The preliminary analysis 

identified a 32.8% (95% CI 28–39) discrepancy rate between self-reported race and race documented in 

the EHR.  Further, all eighty-seven of the discrepant values were from participants also reporting 

Hispanic ethnicity. Thus, in addition to having a high discrepancy rate, the race data are also biased in 

that individuals with Hispanic ethnicity are more likely to have discrepant race data. 

American	

Indian	or	
Alaska	Native Asian

Black	or	

African	
American

Native	

Hawaiian	
Islander	or	

Other	Pacific	
Islander White Other	Race Don't	Know Unreported

American	Indian	or	Alaska	Native 0 0 1 0 1 1 0 0 3

Asian 0 0 0 0 0 0 0 0 0

Black	or	African	American 0 0 68 0 3 1 0 0 72

Native	Hawaiian	Islander	or	Other	

Pacific	Islander 0 0 0 0 0 0 0 0 0

White 0 0 2 0 91 1 0 2 96

Other	Race 0 0 3 0 43 18 0 19 83

Don't	Know 0 0 0 0 5 1 0 1 7

Unreported 0 0 1 0 2 0 0 1 4

0 0 75 0 145 22 0 23 265

Agreement	Sum: 178 Disagreement	Rate: 32.83%

Disagreement	Sum: 87

			
			
			
			
			
Se
lf
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ep
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	D
at
a

EHR	Data

 
Figure 3: Preliminary results indicating agreement between EHR and self-reported data for race. Cells on 

the diagonal represent agreement. Off-diagonal cells categorize the different ways in which the data were 

discrepant. Red cells note instances of particularly high disagreement.  
 
Because the clinics were federally qualified clinics, required to report race and ethnicity, we expected a 

high rate of agreement between self-reported and EHR documented race data. However, this was not the 

case; the disagreement rate was higher than expected. When we discussed the results with the clinics and 

with patients, two factors came to light. First, different clinics use different methods for collecting race 

and ethnicity data over time. Some clinics use the “look see” method where the registration staff enter 

their impression of the patient’s race and ethnicity even though the Office of Management and Budget 

(OMB) standard federal race and ethnicity categories are to be self reported by the individual to whom the 

data pertain. Secondly, we discovered that many patients of Hispanic ethnicity do not identify with the 

OMB categories.  These preliminary results from a small subset of clinics illustrate the mixed methods 

approach of computationally identifying the discrepancies and contextualizing them through the 

involvement of the clinics and participants for more in-depth understanding. 
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Implementation Related Results 

From our experience with start-up of this study, we have many implementation-related learnings. The 

first pertains to acquisition of EHR data. Many organizations are not yet accustomed to working within 

the Health Insurance Portability and Accountability Act (HIPAA) to exchange health information for 

research. Doing so at the facility level even with HIPAA authorization in the consent form for the study 

requires a contractual agreement with the providing healthcare facility. These, in some cases took over a 

year to finalize. Further, in the case of the North Carolina cohort even though the parent study had verbal 

agreement from facilities to provide data given patient consent, one large facility, when it came time to 

finalize the data use agreement, had undergone changes in leadership and after two years of discussion, 

refused to participate. Though we were not able to discern directly, their refusal may have been due to 

perceived risk of exposure of data problems (providing EHR data is one thing, having discrepancies in 

provided data studied and reported to patients is yet another). The refusal may have also been due to 

concerns about providing data to researchers from a neighboring health system, or due to concerns about 

lost opportunity cost for the research the health system itself could undertake using the data. While 

disclosure could have been forced with patient release forms under the HIPAA rules, the study opted not 

to do this. Thus, we recommend to researchers and funders alike that applications for research support 

that include acquisition of EHR data include executed data sharing agreements.  

Another significant learning concerned the record linkage. Initially we assumed that facilities would want 

to link their own data, meaning that the study sends a list of contact information and other identifiers for 

consented participants and the health system links the data and provides data for those participants. None 

of the participating facilities were able to do this. The office-based practices had very limited technical 

computer support for extraction and use of data from their EHR system. All participating facilities 

provided the study a complete set of all of their EHR data and the study team linked the data. Several 

facilities granted study personnel access to their EHR to set up and execute the EHR data transfer. These 

arrangements required broader language in contracts between the sites and the study. The large health 

systems were similar but for a different reason. Their record linkage software is bundled in with Master 

Patient Index (MPI) or EHR software and they cannot use that to link external data such as the consented 

study participant list. Thus, the study team performed all of the record linkage. 

A third significant learning was in interactions with the clinical facilities themselves. While the study was 

designed to be conducted external to the facilities, providing the participants a list of their data 

discrepancies necessarily involved the facilities in the study. Because any participant could show up to an 

office visit and report a discrepancy, all clinicians and staff at each facility had to be briefed on the study. 

The facilities handled HIPAA change request compliance differently. Under HIPAA, patients have the 

right to request an amendment to their health record and the facility is required to respond to such 

requests. All facilities in the North Carolina cohort preferred the study to instruct participants to report the 

data discrepancies during the encounter. The large health system in the Arkansas cohort preferred an 

escalation process for reporting discrepancies to a study-supported nurse case manager, and assisting the 

patient with a HIPAA amendment request after discussion with the case manager. This is because the 

nurse case manager can make amendments like those routinely made in the medication reconciliation 

process, e.g., changing an antibiotic that was completed a year ago to inactive. The smaller facilities in 

the Arkansas cohort initially preferred the discrepancies to be reported in the encounter, but also plan to 

use the nurse case manager escalation process. Primary care encounters are short, many occurring within 

a fifteen-minute window, thus impinging on encounter time in any way required significant discussions 

with facilities and working out a workflow for each clinic that resulted in the least impact on wait times 

and encounter times. For his reason, even the in-clinic recruiting for the Arkansas cohort will occur 

differently for each clinic with some having study staff call patients with scheduled appointments, 

soliciting interest and asking them to come to their appointment an hour early, while others have the 

registration staff ascertain interest and refer interested patients to a study-supported research assistant in 
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the clinic. In all cases, we needed to institute a process where the participant, after consent, could leave 

the clinic with the study self-report forms and the study-supported research assistant would follow-up 

with the patient to retrieve the forms.  

 

DISCUSSION 
Though the study is still ongoing, the preliminary findings concerning race and ethnicity data already 

have implications for secondary use of health record data. Personalized medicine requires studying 

disparities and heterogeneity of treatment effect across race and ethnicity as well as other patient 

characteristics. The medical community is looking to the promise of large EHR datasets for these 

analyses. Discrepancy rates of 33% and bias of the type found here are extensive enough to undermine 

these analyses. Even if the clinics studied here are not representative, and as federally qualified clinics in 

a rural area they may not be, variability between healthcare facilities may be substantial based on the 

results here. Such variability further jeopardizes analyses based on EHR data. Thus data quality 

assessment and data quality intervention should be planned as part of studies depending on EHR data. 

The preliminary findings clearly demonstrate the necessity of assessing accuracy of clinical data prior to 

use. In information systems and in subsequent cleaning prior secondary use discrete data such as race 

categories are easily standardized so that semantically distinct data values have only one representation. 

Data quality dimensions such as standardization, column completeness and timeliness as commonly 

operationalized are considerably easier to measure than accuracy. These and other easily measured 

dimensions may be helpful but without accuracy assessment are not sufficient to support secondary use of 

clinical data. Further, use of common surrogates for data accuracy such as conformance to valid values 

and consistency with other values within the database should not be considered equal to or substituted for 

accuracy assessment unless they are validated as indicative of data quality. 

From the work required thus far to start the study in North Carolina and Arkansas, it is clear that clinic 

workflow in study implementation is a major consideration and that study operationalization and design is 

best done in partnership with patients and participating healthcare facilities – both have significantly 

impacted the design and operations of this study. Continued work with the facilities during and after the 

study will likely be fruitful in understanding which data discrepancies are important to facilities, what 

interventions for data quality improvement facilities choose and of those which are effective and 

sustained. The race discrepancies were of interest to the federally qualified clinics in North Carolina and 

the clinic group planed to take the results into a quality improvement cycle. Thus, the data will likely 

improve. However, data discrepancies that aren’t important to clinical facilities will not likely garner 

interest sufficient to initiate or sustain data quality improvements. Such low-interest data elements will 

likely continue to have high discrepancy rates that will likely preclude some secondary uses of the data. 

Any generalizable findings in this regard will inform choice of data sources for clinical research.  

 

CONCLUSION 
From the preliminary race analysis, it is clear that significant discrepancies will exist in at least some data 

elements and for some facilities. The extent of variability in discrepancy rates across facilities and data 

elements remains to be characterized but the necessity for accuracy assessment has been demonstrated.  

This is the most extensive study of self-report and EHR data quality to date and, based on the preliminary 

results, we expect to learn an amazing amount about the rate and distribution of data discrepancies and 

about their impact on facilities and on research results. 
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